
Evidence-based medicine (EBM) stresses the examination of evidence from clinical re-
search and describes it as a shift in medical paradigms, in contrast to intuition, unsys-
tematic clinical experience, and pathophysiologic rationale. While the importance of 
randomized trials has been created by the concept of the hierarchy of evidence in guid-
ing therapy, much of the medical research is observational. There is competition, con-
trast, and a feeling of inferiority and uselessness for observational studies, created by a 
lack of understanding of medical research. However, observational studies and random-
ized clinical trials (RCTs) can be viewed as the steps of observation and experimentation 
that form the basis of the scientific methodology. Further, rational healthcare practic-
es require knowledge about the etiology and pathogenesis, diagnosis, prognosis, and 
treatment of disorders. 

The reporting of observational research is often not detailed and clear enough with in-
sufficient quality and poor reporting, which hampers the assessment of strengths and 
weaknesses of the study and the generalizability of the mixed results. Thus, design, im-
plementation, and reporting of observational studies is crucial. The biased interpreta-
tion of results from observational studies, either in favor of or opposed to a treatment, 
and lack of proper understanding of observational studies, leads to a poor apprais-
al of the quality. Similar to the Consolidated Standards of Reporting Trials (CONSORT) 
statement for the reporting of randomized trials, the Strengthening of the Reporting 
of Observational Studies in Epidemiology (STROBE) statement was developed with rec-
ommendations to improve the quality of reporting observational studies. The STROBE 
statement consists of a checklist of 22 items, which relate to the title, abstract, intro-
duction, methods, results, and discussion sections of articles.

Multiple types of observational studies are conducted; however, 3 types have been 
highlighted in the STROBE document and also in the present review, which include co-
hort studies, case-controlled studies, and cross-sectional studies. 

This comprehensive review provides an introduction and rationale, types, design, and 
reporting of observational studies; outcomes assessment and data presentation and 
analysis; statistical analysis, results, and a discussion of observational studies. 
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refuted in an experiment in which the independent 
variables are controlled by the experimenter (19,20). 
Consequently, the argument about one or other evi-
dence is misplaced since both observation and experi-
mentation steps are required for scientific advance-
ment (17). In fact, Guyatt and Drummond (1) in a 
description of the hierarchy of strength of evidence 
for treatment decisions provide significant strength to 
systematic reviews of observational studies and single 
observational studies. 

Reporting of observational research is often not 
detailed and clear enough to assess the strengths and 
weaknesses of the investigations (4,5,19,20). Research 
should be reported transparently so that readers can 
follow what was planned, what was done, what was 
found, and what conclusions were drawn (5). The 
credibility of research is based on assessment of the 
strengths and weaknesses in the study design, con-
duct, and transparent reporting (21-37). 

This review is intended to describe the nature of 
observational studies and their importance; differenc-
es from randomized trials; design, implementation, 
and reporting of observational studies (4,5,38). 

1. An Introduction to Observational 
Studies 

An observational study is defined as an etiologic 
or effectiveness study, a cross-sectional study, a case 
series, a case-control design, a design with historical 
controls, or a cohort design (27,39). These designs have 
long been used in the evaluation of exposures that 
may cause disease or injury (40). In addition, studies of 
risk factors generally cannot be randomized because 
they relate to inherent human characteristics or prac-
tices, and exposing subjects to harmful risk factors is 
unethical (41). Further, design of diagnostic studies is 
based on non-randomization (42-46). At times, clinical 
data may be summarized in order to design a random-
ized comparison (47). Observational data may also be 
needed to assess the effectiveness of an intervention 
in a community as opposed to the special setting of a 
control trial (48). 

2. Why Observational Studies?
The World Health Organization (WHO) defines 

clinical trials as, “any research study that prospectively 
assigns human participants or groups of humans to 
one or more health-related interventions to evaluate 
the effects on health outcomes” (49). Thus, to improve 
the effectiveness and safety of patient care, there is 

Evidence-based medicine (EBM) is described a 
shift in medical paradigms and about solving 
clinical problems (1-3). This is in contrast 

to the traditional paradigm of medical practice, 
which is based on intuition, unsystematic clinical 
experience, and pathophysiologic rationale, which are 
considered insufficient grounds for clinical decision-
making. EBM stresses the examination of evidence 
from clinical research. Further, rational health care 
practices require knowledge about the etiology and 
pathogenesis, diagnosis, prognosis, and treatment 
of diseases (4). Randomized trials provide valuable 
evidence about treatments and other interventions. 
However, most of the research in clinical practice 
comes from observational studies (4,5). Randomized 
trials work by first assuming there is no difference 
between a new and an old or placebo treatment 
to prove the null hypothesis (6). Basically, it may be 
described that standard randomized controlled trials 
(RCTs) are in fact set up to show that treatments do not 
work, rather than to demonstrate that treatments do 
work (6). The RCTs were designed to stop therapeutic 
bandwagons in their tracks and also quacks pedaling 
worthless treatments to patients made vulnerable and 
desperate by their illness. 

Based on the lack of understanding or politics, 
EBM has been characterized as a stick by which pol-
icy-makers and academicians beat clinicians (7-11). In 
addition, it has been alleged that the research per-
formed to test new treatments has often been of poor 
quality, leading to clinicians criticizing the research 
establishment for failing to provide answers to rele-
vant clinical problems of everyday practice (12). Most 
questions in medical research are investigated in ob-
servational studies (4,5,13-17). Consequently, observa-
tional studies are more likely to provide an indication 
of daily medical practices (18). Thus, the proponents 
of observational studies describe that observational 
studies are just as effective as RCTs. However, from a 
methodologic perspective, the 2 types of studies are 
considered complementary rather than opposing (17). 
Thus, observational studies and RCTs can be viewed as 
expressions in the setting of modern clinical research 
of the steps of observation and experimentation that 
form the basis of the scientific methodology. Greene 
(17) describes that the observational step is used to 
uncover patterns and formulate hypothesis regard-
ing cause-and-effect relationships, which is followed 
by the experimentation step in which the hypothesis 
formed in the observational setting are confirmed or 
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a growing emphasis on evidence-based interventional 
pain management and incorporation of high quality 
evidence into clinical practice. However, this is not in 
any way limited to randomized, double-blind, placebo-
controlled trials. The majority of the studies in inter-
ventional pain management are observational (50-71) 
and treatments even in surgery are more likely to be 
based on observational studies compared to internal 
medicine, which are based on RCTs (72-75). Further, 
many studies have been ruled observational based on 
a lack of understanding of the design of the study (ac-
tive control trials without a placebo) (76-85).

3. How Do Observational Studies 
Differ from Randomized Trials?

The basis for randomized trials arises from the ev-
idence that many surgical and medical interventions 
recommended based on observational studies have lat-
er been demonstrated to be ineffective or even harm-
ful (86-90). However, there also has been contradictory 
evidence demonstrated for RCTs (38,91). Further, not 
all questions can be addressed in an RCT and evidence 
shows that only 40% of treatment questions involving 
surgical procedures are amenable to evaluation by an 
RCT, even in an ideal clinical setting (92-95). In fact, 
among the 4 trial objectives including measurement 

of the effect size, existence of effect, dose-response 
relationship, and comparison of therapies, placebo-
controlled trials measure only the first 2 as shown in 
Table 1 (96). In placebo-controlled trials, multiple ef-
fects can occur to distort the results not only limited 
to placebo or Hawthorne effect (97). The Hawthorne 
effect is described as changes in clinicians’ or patients’ 
behavior because of being observed, improving the 
results. In contrast, the placebo effect occurs from pa-
tients’ expectations for benefit (98-103). In addition, 
in so-called placebo-controlled trials, specifically in 
evaluation of interventional techniques, researchers 
and practitioners are not aware of the effects of solu-
tions injected into closed spaces, joints, and over the 
nerve roots (76-85,104-112). Further, multiple authors 
have considered local anesthetic injection as placebo 
(85,106,107,110), even though evidence has been con-
trary (76-84,106-110).

Due to some of the disadvantages of placebo-con-
trolled trials, physicians and other medical decision-
makers should choose practical clinical trials to obtain 
high quality evidence-based, head-to-head compari-
sons of clinically relevant alternatives. MacPherson 
(113) described in detail pragmatic clinical trials, along 
with the differences between explanatory and prag-
matic trials, as illustrated in Table 2. 

Table 1. Usefulness of  specific control types in various situations.

Y=Yes, N=No, P=Possible, depending on whether there is historical evidence of sensitivity to drug effects.
Source: International Conference on Harmonisation of Technical Requirements for Registration of Pharmaceuticals for Human Use. ICH Har-
monised Tripartite Guideline. Choice of Control Group and Related Issues in Clinical Trials E10. July 20, 2000 (96).

Trial Objective

Type of  Control

Placebo
Control

Active
Control

Dose
Response

(D/R)

Placebo
+

Active

Placebo
+

D/R

Active
+

D/R

Placebo +
Active +

D/R

Measure Absolute effect size Y N N Y Y N Y

Show existence of effect Y Y Y Y Y Y Y

Show dose-response 
relationship N N Y N Y Y Y

Compare therapies N Y N Y N P Y
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4. Is Evidence from Observational 
Studies Viable?

In a health technology assessment, Deeks et al 
(23) concluded that results of observational studies 
sometimes, but not always, differ from results of ran-
domized studies of the same intervention. They also 
added that observational studies, however may give 
seriously misleading results when treated and control 
groups appear similar in key prognostic factors. Thus, 
standard methods of case-mixed adjustment do not 
guarantee removal of bias. Residual confounding may 
be high even when good prognostic data are avail-
able, and in some situations adjusted results may ap-
pear more biased than unadjusted results (23). They 
concluded that all other issues remaining equal, lack 
of randomization introduces bias into the assessment 
of treatment effects. The bias may be systematic and 
appear on average to act in a particular direction if the 
non-random allocation mechanism leads to a consis-
tent difference in case-mix or it can act in either direc-

tion, increasing uncertainty in outcome in ways that 
cannot be predicted. In addition, statistical methods 
of analysis cannot properly correct for inadequacies of 
study design, systematic reviews of effectiveness often 
do not adequately assess the quality of observational 
studies. 

It is widely held that bias in patient selection may 
irretrievably weigh the outcome of historically con-
trolled trials in favor of new therapies in observational 
studies. It is based on an evaluation showing that the 
agent being tested was considered effective in 44 of 
56 trials (79%) in observational studies utilizing histor-
ic controls, whereas the agent was considered positive 
in only 10 of 50 (20%) RCTs (114). Further, it was also 
reported that in comparing the effects in RCTs with 
observational studies in digestive surgery, one-fourth 
of the observational studies gave different results 
than randomized trials (115). Poor quality of report-
ing in observational intervention studies was reported 
as a potential factor for confounding bias in 98% of 

Table 2. Characteristics of  explanatory (placebo-control) and pragmatic (active-control) trials.

EXPLANATORY TRIALS PRAGMATIC TRIALS

1.	 Placebo-controlled Not placebo-controlled

2.	 Experimental setting Routine care setting

3.	 Evaluate efficacy Compare effectiveness

4.	 More suitable for acute conditions More suitable for chronic conditions

5.	 Standardized treatment Routine treatment 

6.	 Simple interventions Complex interventions

7.	 Practitioner skilled for standard protocol Practitioner skilled in routine care

8.	 Patients blinded to minimize bias Patients unblinded to maximize synergy

9.	 Aim to equalize non-specific effects Aim to optimize non-specific effects

10.	 Usually short-term follow-up Often long-term follow-up

11.	 May manage with smaller sample sizes May need larger sample sizes

12.	 Low relevance and impact on practice High relevance and impact on practice

13.	 Homogenous group of patients Heterogeneous group of patients 

14.	 More commonly used Less commonly used

15.	 Provide comparative information of interventions Do not provide comparative information of interventions

16.	 Minimal ethical concerns Major ethical concerns 

17.	 IRB approval difficult IRB approval relatively easier 

18.	 High internal validity High external validity

19.	 Generally large withdrawals Generally fewer withdrawals

20.	 Disincentive for physicians and patients with lack of preference Enhanced preferences and incentives for patients and physicians

Adapted and modified from MacPherson H. Pragmatic clinical trials. Complement Ther Med 2004; 12:136-140 (38,113).
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the studies (116). In a 2005 publication, Hartz et al 
(117) assessed observational studies of medical treat-
ments and concluded that reporting was often inad-
equate to compare the study designs or allow other 
meaningful interpretation of results. However, the 
concept that assignment of the subjects randomly to 
either experimental or control groups as the perfect 
science has been questioned (118). While researchers 
believe that randomization ensures that participating 
groups will differ only by chance, it does not guaran-
tee that the balance will actually be achieved through 
randomization (87,119,120). In fact, in acomparison 
of randomized and observational samples, there was 
only one significant difference when patients were al-
located by means of non-randomization among the 
groups or compared to the total sample, in contrast 
to randomization showing significant differences in 7 
parameters indicating that a randomized design may 
not be the best in interventional pain management 
settings always (119).

Benson and Hartz (121), in a 2000 publication 
comparing observational studies and RCTs, found 
little evidence that estimates of treatment effects in 
observational studies reported after 1984, were ei-
ther consistently larger than or qualitatively differ-
ent from those obtained in RCTs. Further, Hartz et 
al (122), in assessing observational studies of chemo-
nucleolysis, concluded that the results suggested that 
review of several comparable observational studies 
may help evaluate treatment, identify patient types 
most likely to benefit from a given treatment, and 
provide information about study features that can 
improve the design of subsequent observational stud-
ies or even RCTs; however, cautioning that the po-
tential of comparative observational studies has not 
been realized because of concurrent inadequacies in 
their design, analysis, and reporting. Concato et al 
(123), in a 2000 publication evaluating published ar-
ticles in 5 major medical journals from 1991 to 1995, 
concluded that the results of well-designed observa-
tional studies do not systematically overestimate the 
magnitude of the effects of treatment as compared 
with those in RCTs on the same topic. In fact, Shrier 
et al (124) found that the advantages of including 
both observational studies and randomized trials in 
a meta-analysis could outweigh the disadvantages 
in many situations and that observational studies 
should not be excluded a priori. 

5. Can Methodologic Quality of 
Observational Studies Be Assessed?

Assessment of methodologic quality is crucial in 
all types of studies. There are several instruments for 
methodologic quality assessment of randomized tri-
als. In addition, methodologic quality assessment of 
randomized trials (50,120,125-144) is quite frequently 
published in contrast to observational studies. Despite 
a paucity of the literature, numerous publications 
dealt with methodologic quality assessment of obser-
vational studies (38,42,50,56-58,62,145-148).

West et al (42) in the Agency for Healthcare Re-
search and Quality (AHRQ) evidence report of technol-
ogy assessment, entitled “Systems to Rate the Strength 
of Scientific Evidence,” provided pertinent evidence to 
rating the quality of individual articles including obser-
vational studies, apart from systematic reviews, RCTs, 
and diagnostic tests. They assessed 19 systems relating 
to observational studies or investigations. Of these, 
they characterized 4 as scales (149-152), 8 as checklists 
(153-160), 5 as guidance documents (161-165), and 2 
as Evidence-Based Practice Centers (EPCs) rating sys-
tems for evaluating observational studies identical 
to those used for RCTs (166,167). They considered 5 
key domains to arrive at a set of high-performance 
scales or checklists pertaining to observational studies, 
which included comparability of subjects, exposure or 
intervention, outcome measurement, statistical analy-
sis, and funding or sponsorship. Table 3 illustrates the 
important domains and elements for systems to rate 
the quality of observational studies, along with meth-
odologic quality assessment criteria as utilized pres-
ently (42). These criteria have been used in multiple 
systematic reviews with or without weighted scoring 
(168-172).

Sanderson et al (173) in a systematic review of tools 
for assessing quality and susceptibility to bias in obser-
vational studies in epidemiology identified a number 
of useful assessment tools. They concluded that tools 
should be rigorously developed, evidence-based, val-
id, reliable, and easy to use. Further, they commented 
that there is a need to agree on critical elements for 
assessing susceptibility to bias in epidemiology and to 
develop appropriate evaluation tools. They identified 
a total of 86 tools comprised of 41 simple checklists, 
33 scales, and 12 checklists with additional summary 
judgments (149-153,156,160,174-189). Among these a 
number of groups were designed to address specific 
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Table 3. Modified AHRQ quality assessment criteria for observational studies.

CRITERION Weighted Score

1. Study Question    2

  • Clearly focused and appropriate question 

2. Study Population    8

  • Description of study population 5

  • Sample size justification 3

3.   Comparability of Subjects 22

  • Specific inclusion/exclusion criteria for all groups 5

  • Criteria applied equally to all groups 3

  • Comparability of groups at baseline with regard to disease status and prognostic factors 3

  • Study groups comparable to non-participants with regard to confounding factors 3

  • Use of concurrent controls 5

  • Comparability of follow-up among groups at each assessment 3

4. Exposure or Intervention  11

  • Clear definition of exposure 5

  • Measurement method standard, valid and reliable 3

  • Exposure measured equally in all study groups 3

5. Outcome measures  20

  • Primary/secondary outcomes clearly defined 5

  • Outcomes assessed blind to exposure or intervention 5

  • Method of outcome assessment standard, valid and reliable 5

  • Length of follow-up adequate for question 5

6. Statistical Analysis  19

  • Statistical tests appropriate 5

  • Multiple comparisons taken into consideration 3

  • Modeling and multivariate techniques appropriate 2

  • Power calculation provided 2

  • Assessment of confounding 5

  • Dose-response assessment if appropriate 2

7. Results  8

  • Measure of effect for outcomes and appropriate measure of precision 5

  • Adequacy of follow-up for each study group 3

8. Discussion 5

  • Conclusions supported by results with possible biases and limitations taken into consideration 

9. Funding or Sponsorship 5

  • Type and sources of support for study 

TOTAL SCORE 100

Adapted and modified from West S et al. Systems to Rate the Strength of Scientific Evidence, Evidence Report, Technology Assessment No. 47. 
AHRQ Publication No. 02-E016 (42).
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study design types: case-control studies alone (19%), 
cohort studies alone (27%), and cross-sectional studies 
alone (7%). Table 4 illustrates domains and criteria for 
evaluating each tool’s content utilized by Sanderson 
et al (173). The majority of the tools included items 
relating to methods of selection of study participants, 
methods of measuring exposure and outcome vari-
ables, design specific sources of bias, methods of con-
trol confounding, and statistical methods. Only 3% 
of the tools included conflict of interest or funding 
sources as a quality measure. Sanderson et al (173) at-
tempted to address weighting; however, they found 
little consistency among tools with considerable vari-
ability in the number of items across domains and 
across tool types. Consequently, they highlighted the 
lack of a single obvious candidate tool for assessing 
quality of observational epidemiological studies. In 
contrast, West et al (42) have presented the tool for 
assessment as illustrated in Table 3 and weighting has 
also been addressed in some reports (168-179).

6. Types of Observational Studies

Observational studies serve a wide range of pur-
poses: from reporting a first hint of a potential cause 
of a disease to verifying the magnitude of previously 
reported associations (4). While there multiple types 
of study designs for observational reports, the main 
study designs include cohort, case-control, and cross-
sectional designs. These designs represent different 
approaches of investigating the occurrence of health-

related events in a given population and time period 
(4). These studies may address many types of health-
related events including disease or disease remission, 
disability or complications, death or survival, and the 
occurrence of risk factors. While designs are clearly 
described, unfortunately terminology is often used 
incorrectly with authors using diverse terminology to 
describe these study designs (4,5,34,190). 

Deeks et al (23) also described that there is in-
consistent use of nomenclature when describing ob-
servational studies and other taxonomies may apply 
different definitions to the same study designs. A tax-
onomy of study designs that may be used to assess the 
effectiveness of an intervention has been provided 
(5,23,153). 

To attempt to avoid the problems of inconsistent 
terminology, 6 features were identified that differenti-
ate between these studies (23). First, some studies make 
comparisons between groups, while some simply de-
scribe outcomes in a single group (e.g., case series). Sec-
ond, the comparative designs differ in the way that par-
ticipants are allocated to groups, varying from the use of 
randomization (RCTs), quasi randomization, geographi-
cal or temporal factors (cohort studies), the decisions 
of healthcare professionals (clinical database cohorts), 
to the identification of groups with specific outcomes 
(case-control studies). Third, studies differ in the degree 
to which they are prospective (and therefore planned) or 
retrospective, for matters such as the recruitment of par-
ticipants, collection of baseline data, collection of out-

Table 4. Domains and criteria for evaluating each tool’s content.

DOMAIN TOOL ITEM MUST ADDRESS
TOOLS 

MEETING 
CRITERIA

Methods for selecting study participants Appropriate source population (cases, controls, and cohorts) and inclusion 
or exclusion criteria 92%

Methods for measuring exposure and outcome 
variables

Appropriate measurement methods for both exposure(s) and/or 
outcome(s) 86%

Design-specific sources of bias (excluding 
confounding)

Appropriate methods outlined to deal with any design-specific issues such 
as recall bias, interviewer bias, biased loss to follow-up or blinding 86%

Methods to control confounding Appropriate design and/or analytical methods 78%

Statistical methods (excluding control of 
confounding)

Appropriate use of statistics for primary analysis of effect 78%

Conflict of interest Declarations of conflict of interest or identification of funding sources 3%

Source: Sanderson S et al. Tools for assessing quality and susceptibility to bias in observational studies in epidemiology: A systematic review and 
annotated bibliography. Int J Epidemiol 2007; 36:666-676 (173).
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come data, and generation of hypotheses. Fourth, the 
method used to investigate comparability of the groups 
varies: in RCTs no investigation is necessary (although it is 
often carried out), in controlled before-and-after designs 
baseline outcome measurements are used, and in cohort 
and case-control studies, investigation of confounders is 
required. Fifth, studies differ in the level at which the 
intervention is applied: sometimes it is allocated to indi-
viduals, other times to groups or clusters. Finally, some 
studies are classified as experimental whereas others are 
considered as observational. 

In experimental studies, the study investigator has 
some degree of control over the allocation of interven-
tions. In contrast, in observational studies, the groups 
that are compared are generated according to varia-
tion in the use of interventions that occurs regardless of 
the study. Thus, when allocation is determined largely 
by health professionals, the treatment decision is based 
not only on “hard” data such as age, sex, and diagnos-
tic test results, but also on “soft” data, including type 
and severity of symptoms, rate of development of the 
illness, and severity of any co-morbid conditions, which 
are rarely made explicit (191). Further, allocation in ob-
servational studies may also be based on factors such as 
availability of care or geographical location. Thus, there 
are likely to be systematic differences in the case-mix of 
patients allocated to the interventions and comparison 
groups in observational studies. In addition, allocation 
to groups can also be based on patient choice, as in 
patient preference trials (192), which may enhance the 
therapeutic effect of an intervention (193). 

West et al (42) described the challenges of rating 
observational studies, emphasizing that observational 
study by its very nature “observes” what happens to 
individuals. Thus, to prevent selection bias, the com-
parison groups in an observational study are supposed 
to be as similar as possible except for the factors under 
study. For investigators to derive a valid result from 
their observational studies, they must achieve this 
comparability between study groups (and, for some 
types of prospective studies, maintain it by minimizing 
differential attrition). 

Figure 1 illustrates a rough guide to a research 
design (194). Thus, most, but not all, studies fit into 
one of the main types of research designs: cross-sec-
tional, case-control, or cohort studies as described by 
the STROBE statement (4,5). However, some studies in-
corporate more than one design. The most commonly 
therapeutic interventional studies include cohort or 
case-control designs (195). 

7. How to Report Observational 
Studies

Reporting of observational research is often not 
detailed or clear enough to assess the strengths and 
weaknesses of the investigations (24,34). The STROBE 
statement (5) for reporting observational studies was 
developed to ensure clear presentation of what was 
planned, done, and found in an observational study. 
In addition, an explanation and elaboration of STROBE 
was also published (4). The STROBE checklist (Table 5) 
shows the items related to title, abstract, introduction, 
methods, results, and discussion sections. The STROBE 
statement (5) and explanation and elaboration (4) are 
similar to the revised Consolidated Standards of Re-
porting Trials (CONSORT) statement for reporting ran-
domized trials, the extension of the CONSORT state-
ment for reporting non-inferiority and equivalence 
randomized trials, and reporting of pragmatic trials 
(21,22,37). STROBE provides general reporting recom-
mendations for descriptive observational studies and 
studies that investigate associations between expo-
sures and health outcomes. STROBE addresses the 3 
main types of observational studies: cohort, case-con-
trol, and cross-sectional studies. 

Cochrane reviews (196) caution with regards to 
inclusion of observational studies in systematic re-
views and meta-analysis due to the problems incorpo-
rated in observational studies compared to random-
ized trials. In an evaluation of 2,993 publications, it 
was shown that in the majority of studies (greater 
than 98%) the potential for confounding bias was 
reported (116). Details on the selection and inclusion 
of observed confounders were reported in 10% and 
51%, respectively. It was also reported that the qual-
ity of reporting of confounding score was mediocre. 
However, these authors concluded that even though 
the quality of reporting of confounding in articles on 
observational medical intervention studies was poor, 
the STROBE statement for reporting of observational 
studies may considerably impact the reporting of such 
studies. 

In an evaluation of effect of formal statistical 
significance on the creditability of observational as-
sociations (197), statistically significant results offered 
less than strong support to the creditability for 54% 
to 77% of the 272 epidemiologic associations for the 
diverse risk factors and 44% to 70% of the 50 associa-
tions from genetic meta-analyses. The analysis of ob-
servational studies published in general medical and 
specialty journals found that the rationale behind the 

maxwell
Highlight



www.painphysicianjournal.com 	  81

Observational Studies

Fig. 1. Illustration of  rough guide to a research design.

Adapted and modified from Browner WS. Methods. In: Publishing and Presenting Clinical Research. Lippincott Williams & Wilkins, Philadel-
phia, 2006, pp 27-44 (194).
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Table 5. The STROBE statement - checklist of  items that should be addressed in reports of  observational studies. 
Item number Recommendation 

TITLE and ABSTRACT

1 (a) Indicate the study’s design with a commonly used term in the title or the abstract 

(b) Provide in the abstract an informative and balanced summary of what was done and what was found 

INTRODUCTION 

Background/ rationale 2 Explain the scientific background and rationale for the investigation being reported 

Objectives 3 State specific objectives, including any prespecified hypotheses 

METHODS 

Study design 4 Present key elements of study design early in the paper 

Setting 5 Describe the setting, locations, and relevant dates, including periods of recruitment, exposure, follow-up, and data collection 

Participants 6 (a) �Cohort study—Give the eligibility criteria, sources and methods of selection of participants. Describe follow-up method 
  �Case-control study—Give the eligibility criteria, and the sources and methods of case ascertainment and control selection. 
Give the rationale for the choice of cases and controls

  Cross-sectional study—Give the eligibility criteria and the sources and methods of selection of participants 
(b) Cohort study—For matched studies, give matching criteria and number of exposed and unexposed 
   Case-control study—For matched studies, give matching criteria and the number of controls per case

Variables 7 Clearly define all outcomes, exposures, predictors, potential confounders, and effect modifiers. Give diagnostic criteria, if 
applicable 

Data sources/ 
measurement 

8* For each variable of interest, give sources of data and details of methods of assessment (measurement). 
Describe comparability of assessment methods if there is more than one group

Bias 9 Describe any efforts to address potential sources of bias 

Study size 10 Explain how the study size was arrived at 

Quantitative variables 11 Explain how quantitative variables were handled in the analyses. If applicable, describe which groupings were chosen and why 

Statistical methods 12 

(a) Describe all statistical methods, including those used to control for confounding 
(b) Describe any methods used to examine subgroups and interactions 
(c) Explain how missing data were addressed 
(d) Cohort study—If applicable, explain how loss to follow-up was addressed
  Case-control study—If applicable, explain how matching of cases and controls was addressed 
  Cross-sectional study—If applicable, describe analytical methods taking account of sampling strategy 
(e) Describe any sensitivity analyses

RESULTS 

Participants 13* 
(a) �Report the numbers of individuals at each stage of the study—e.g., numbers potentially eligible, examined for eligibility, 

confirmed eligible, included in the study, completing follow-up, and analyzed 
(b) Give reasons for non-participation at each stage 
(c) Consider use of a flow diagram

Descriptive 
data 

14* (a) �Give study participants characteristics (e.g., demographic, clinical, social), information on exposures and potential confounders
(b) Indicate the number of participants with missing data for each variable of interest 
(c) Cohort study—Summarize follow-up time (e.g., average and total amount) 

Outcome data 15* Cohort study—Report numbers of outcome events or summary measures over time 
Case-control study—Report numbers in each exposure category or summary measures of exposure 
Cross-sectional study—Report numbers of outcome events or summary measures

Main results 16 (a) �Give unadjusted estimates and, if applicable, confounder-adjusted estimates and their precision (e.g., 95% confidence 
interval). Make clear which confounders were adjusted for and why they were included 

(b) Report category boundaries when continuous variables were categorized 
(c) If relevant, consider translating estimates of relative risk into absolute risk for a meaningful time period

Other analyses 17 Report other analyses done—e.g., analyses of subgroups and interactions and sensitivity analyses 

DISCUSSION 

Key results 18 Summarize key results with reference to study objectives 

Limitations 19 Discuss limitations of the study, taking into account sources of potential bias or imprecision. Discuss both direction and 
magnitude of any potential bias

Interpretation 20 Give a cautious overall interpretation of results considering objectives, limitations, multiplicity of analyses, results from 
similar studies, and other relevant evidence

Generalizability 21 Discuss the generalizability (external validity) of the study results 

OTHER INFORMATION 

Funding 22 Give the source of funding and the role of the funders for the present study and, if applicable, for the original 
study on which the present article is based

Adapted from Vandenbroucke JP et al. Strengthening the Reporting of Observational Studies in Epidemiology (STROBE): Explanation and 
elaboration. Ann Intern Med 2007; 147:W163-W194 (4).
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choice of potential confounding variables was often 
not reported (24). Only a few reports of case-control 
studies in psychiatry explained the methods used to 
identify cases and controls (32). Further, in a survey of 
longitudinal studies in stoke research 17 of the 49 ar-
ticles (35%) did not specify the eligibility criteria (33). 

Incomplete or poor reporting has been shown to 
exist in numerous evaluations (198-203). Consequent-
ly, there have been arguments that without sufficient 
clarity of reporting, the benefits of research might be 
achieved more slowly (34), and that there is a need for 
guidance in reporting observational studies (35,36).

The STROBE statement is a checklist of 22 items 
that are considered essential for good reporting of 
observational studies (Table 5). These items relate to 
the article title and abstract (item 1), the introduction 
(items 2 and 3), methods (items 4 to 12), results (items 
13 to 17), and discussion sections (items 18 to 21), and 
other information with funding (item 22). Of these, 18 
items are common to all 3 designs, while 4 (items 6, 12, 
14, and 15) are design-specific, with different versions 
for all or part of the item. Further, STROBE provides 
appropriate instructions for some items indicated by 
asterisks, with necessity to provide information sepa-
rately for cases and controls in case-control studies, or 
exposed and unexposed groups in cohort and cross-
sectional studies. While Table 5 illustrates a single 
checklist, on the STROBE website (www.strobestate-
ment.org/Checklist.html), separate checklists are avail-
able for each of the 3 study designs. 

In the reporting of observational studies, qual-
ity assessment criteria also must be taken into con-
sideration (42) (Table 3). Multiple investigators have 
reported on the issues of quality of reporting, both 
for RCTs and observational studies, and have showed 
significant improvements when methodologic quality 
of assessment criteria, as well as reporting statements 
were followed (204-209).

8. Observational Study Designs

Three major study designs considered are co-
hort, case-control, and cross-sectional. Prospective or 
retrospective are terms not well defined (210). These 
words have been controversial. Some have described 
cohort and prospective as synonymous and reserve 
the word retrospective for case-control studies (211). 
Others have described prospective and retrospective 
cohort studies to distinguish the timing of data collec-
tion relative to when the idea of the study was devel-
oped (212). Another usage distinguishes prospective 
and retrospective case-control studies depending on 
whether the data about the exposure of interest exist-
ed when cases were selected (213). It has been advised 
by some not to use these terms (214), whereas others 
advise adaptation of the alternatives concurrent and 
historical for describing cohort studies (215).

8.1 Sources of Bias in Observational Studies
Cochrane Reviewers’ Handbook (216) has laid out 

the 4 main sources of systematic bias in trials of effect 
of healthcare as being selection bias, performance 
bias, attrition bias, and detection bias (Table 6). Of all 
the sources of bias, selection bias is the most impor-
tant aspect. 

8.1.1 Selection Bias
The greatest distinction between the results of 

randomized and observational studies is the risk of se-
lection bias, where systematic differences in compari-
son groups arise at baseline. In observational studies, 
selection bias will be introduced when participants 
chosen for one intervention have different character-
istics from those allocated to the alternative interven-
tion. In observational studies, the choice of a given 
intervention is largely dependent on the discretion of 
the treating physician, similar to clinical practice. Thus, 
the choice of an intervention under these circum-

Table 6. Sources of  bias.

Source of  bias RCTs
Cohort Studies

(Observational)

Selection bias Randomisation Control for confounders

Performance bias Blinding (of participants and/or investigators) Measurement of exposure

Attrition bias Completeness of follow-up Completeness of follow-up

Detection bias Blinded outcome assessment Blinded outcome assessment
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stances will be influenced not only by the clinician’s 
own personal preference for one intervention over 
another, but also by the patient’s preference, charac-
teristics, and clinical history (23). However, it has been 
stated that sometimes a clinician’s treatment decision 
will be influenced by subtle clues that are not easily 
identifiable, which may allegedly result in treatment 
groups that are incomparable, often with one inter-
vention group “heavily weighted by the more severely 
ill,” (212,217). Confounding by severity or by progno-
sis may be considered as a special form of confound-
ing, which occurs where the severity of the extrane-
ous condition influences both the introduction of the 
intervention and the outcome of the study (218), that 
is, any treatment reserved for the most ill will be as-
sociated with the worst outcomes.

Protopathic bias describes situations where the 
first symptoms of a given outcome are the reason for 
treatment initiation with a therapeutic intervention 
or agent that is inadvertently prescribed for an early 
manifestation of a disease that has not yet been di-
agnostically detected (219). However, selection bias 
based on severity and confounding by severity are 
not potential issues in interventional pain manage-
ment settings, since chronic pain patients are not 
included for interventional techniques unless they 
have had pain for a certain duration of time (usu-
ally 6 months or longer) and have failed conservative 
modalities of treatment, and also have been investi-
gated appropriately.

A restricted cohort design has been developed to 
improve protopathic bias (219,220). This approach in-
volves restricting the eligibility criteria of cohort stud-
ies to those used in clinical trials, defining a “zero-
time” point from which patients are followed up, and 
using an approximation of intention-to-treat analysis. 
This has been somewhat validated by using a study 
of β-blocker therapy after acute myocardial infarction, 
with similar results reported by RCTs (220).

One method for circumventing the problem of 
selection bias is to match individuals who are similar 
with respect to characteristics that might affect the 
study results. Matching is not limited to making the 
groups uniform, but may be used for any character-
istic related to the probability of experiencing the 
outcome of the study. However, a disadvantage of 
matching groups is that the investigators cannot study 
the effect that the matching characteristic has on the 
outcome being measured.

8.1.2. Other Biases
Other biases include attrition, detection, and per-

formance bias. Attrition bias occurs with drop-outs, 
detection bias occurs if the assessment of outcomes is 
not standardized and blinded, and performance bias 
occurs if there are errors and inconsistencies in the al-
location, application, and recording of interventions. 
While all the biases can also occur in RCTs, there is 
perhaps potential for their impact to be greater in 
observational studies which are usually undertaken 
without protocols specifying standardized inter-
ventions, outcome assessments, and data recording 
procedures.

While matching is not a primary requirement in 
cohort studies, occasionally, matching is used to make 
groups comparable at the start of follow-up. Match-
ing in cohort studies makes groups directly compa-
rable for potential confounders and presents fewer 
intricacies than with case-control studies (4). However, 
it is not necessary to take the matching into account 
for the estimation of the relative risk, because match-
ing in cohort studies may increase statistical precision, 
investigators might allow for the matching in their 
analysis and thus obtain narrower confidence inter-
vals (CIs) (221). 

“Cohort profiles” include detailed information 
on what was measured at different points in time in 
particular studies (222). In addition, all candidate vari-
ables are a requirement for utilization in statistical 
analysis (223). 

8.2 Study Design and Methods Terminology
As per the reporting guidelines of STROBE state-

ments (4,5), cohort, case-control, and cross-sectional 
studies are described here. 

8.2.1 Cohort Studies 
Cohort in Latin, “cohors,” means a group of sol-

diers. The studies may be prospective or retrospective 
and sometimes 2 cohorts may be compared. These 
are the best methods for determining the incidence 
and natural history of the condition (224,225). Fa-
mous examples of cohort studies include the Fram-
ingham Heart study (226), the UK studies of doctors 
who smoke (227), studies on British children born 
in 1958 (228), adverse socioeconomic conditions in 
childhood (229), and the use of accident and emer-
gency departments by patients with diabetes (230).
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8.2.1.1 Prospective Design
In a prospective cohort study, a group of individuals 

who do not have the disease, but may or may not have 
the exposure, are selected and followed over a period 
of time. Subsequently, a variety of relevant variables are 
measured over a period of time.

8.2.1.2 Retrospective Design
In a retrospective cohort study, information on ex-

posure and diseases is already collected, either as a part 
of another study or medical records. Consequently, the 
existing information is used to evaluate the relation-
ship between exposure and disease over a period of 
time. However, the first part may involve retrospective 
study data collection, whereas the subsequent part may 
involve prospective follow-up of the same subjects over 
time to assess the occurrence of new outcomes. 

8.2.1.3 Key Points
Cohort studies key points are as follows (224): 

♦	 Cohort studies describe incidence or natural history.
♦	 They analyze predictors (risk factors) thereby en-

abling calculation of relative risk.
♦	 Cohort studies measure events in temporal sequence 

thereby distinguishing causes from effects.
♦	 Retrospective cohorts where available are cheaper 

and quicker.
♦	 Confounding variables are the major problem in 

analyzing cohort studies.
♦	 Subject selection and loss to follow-up is a major po-

tential cause of bias.

8.2.2 Case-Control Studies
Case-control studies are very popular with clinical 

researchers as well as interventional pain physicians. In 
this, 2 groups of individuals are selected, either diseased 
or non-diseased. The exposure is then measured in both 
of the groups and the association of exposure to the dis-
ease is calculated. However, the cases and controls have 
to be selected from the same underlying population. In 
a case-control study, intervention may also be compared, 
either with 2 interventions or with no intervention.

8.2.2.1 Study Design
Case-control studies have been described as only 

retrospective by some (224). However, when measuring 
interventions, these can also be prospective. Case-control 
studies not only determine the relative importance of a 
predictor variable in relation to the presence or absence 
of the disease, but can be used to calculate odds ratio, 

which in turn is usually approximate to the relative risk. 
Case-control studies are very common and are particu-
larly useful for studying infrequent events. An example 
is the study of atrial fibulation in middle aged men dur-
ing exercise (231).

The controls are usually matched to the cases for a 
characteristic. This process of matching can be efficient 
in case-control studies because a comparison group simi-
lar to the index group is selected.

8.2.2.2 Key Points
Important features of case-control studies are as fol-

lows (224): 
♦	 Case-control studies are simple to organize.
♦	 Compare 2 groups.
♦	 Aim to identify predictors of an outcome.
♦	 Permit assessment of the influence of predictors on 

outcome via calculation of an odds ratio.
♦	 Useful for hypothesis generation.
♦	 Can only look at one outcome.
♦	 Bias is a major problem.

8.2.3 Cross-sectional Studies 
Cross-sectional studies are primarily used to deter-

mine prevalence, which equals the number of cases in 
the population at a given point in time. Consequently, 
all the measurements on each person are made at one 
point in time. In addition, cross-sectional studies are used 
to infer causation. It is considered as a one-time snapshot 
study (225). Usually a sample is selected from a target 
population, thus, the exposure of interest, the disease of 
interest, and other covariates are measured in the selec-
tive population at one point of time. 

8.2.3.1 Study Design 
As an example, all patients suspected of lumbar 

facet joint pain with low back pain may be targeted. 
Subsequently, controlled comparative local anesthetic 
blocks may be applied and prevalences determined in 
this population or in the population of all patients with 
low back pain in that particular setting. 

8.2.3.2 Key Points 
Cross-sectional studies key points are as follows (224): 

♦	 Cross sectional studies are the best way to deter-
mine prevalence.

♦	 Are relatively quick.
♦	 Can study multiple outcomes.
♦	 Do not themselves differentiate between cause 

and effect or the sequence of events.
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9. Outcomes

Clearly defined primary and secondary outcome 
measures are essential for an appropriately conducted 
observational study to address the possible associa-
tion between exposures (risk factors) and outcomes. 
Differences between groups in outcome variables are 
believed to be the results of different interventions. 
While the primary outcome is the outcome of greatest 
importance, data on secondary outcomes are used to 
evaluate additional effects of interventions. Outcomes 
are also important to compare the observational stud-
ies with randomized studies. Outcomes assessments 
are described in a previous publication (38).

Multiple instruments are available to assess the 
impact of chronic pain and subsequent interventions 
on quality of life (232-246). Multiple measures have 
been developed which evaluate the disease-specific 
disability (234), general pain measures (238), or other 
measures evaluating health and illness (233). Oswestry 
Disability Index (ODI), Roland-Morris Disability Ques-
tionnaire (RDQ), and the Neck Pain Disability Index 
(NDI) are the most commonly recommended condi-
tion-specific outcome measures for spinal disorders 
(234-236). Even though all these instruments are con-
sidered as objective evaluations, all of them depend 
on subjective information; consequently objective as-
sessment is from subjective reporting. 

Reduction in pain intensity is the most frequently 
employed primary outcome in RCTs as well as in ob-
servational studies. Pain assessment scales have been 
shown to have both face validity and intuitive appeal, 
despite multiple questions (240). The responsiveness 
of the NRS in a broad population of patients with vari-
ous musculoskeletal conditions has been investigated 
and the minimal clinically important difference (MCID) 
has been identified to be 2 points (242-244). 

MCID was defined as, “… the smallest difference 
in score in the domain of interest which patients per-
ceive as beneficial and which would mandate, in the 
absence of troublesome side effects and excessive cost, 
a change in the patient’s management” (247,248). It 
is crucial to distinguish between the responsiveness 
as a test property and the MCID as a quantity useful 
in interpreting study results. MCID shows the change 
of health status rather than differences between pa-
tients (249). In contrast, minimal clinically important 
change (MCIC) measures relevant outcome measures 
enabling a comparison between interventions on the 
patient level. 

10. Data Presentation and Analysis

For transparent reporting of the research, ap-
propriate research methodology and statistical 
techniques are important. However, the methods of 
statistical inference in current use are not evidence-
based, leading to widespread misconceptions (250). 
It is generally perceived that statistical methods can 
provide a number that by itself reflects a probability 
of reaching erroneous conclusions. Thus, it is impor-
tant to understand how the strength of evidence in 
a particular study can be related to, and combined 
with, strength of other evidence. Consequently, sta-
tistical methods are important in comparing groups 
for determination of sample size, outcomes, and ad-
ditional analysis. The literature is replete with pub-
lications describing deficiencies of medical statistics 
(250,251). 

10.1 Sample Size
Sample size is one of the important features of 

an observational study. This has to be planned care-
fully with a balance between clinical and statistical 
considerations. AHRQ criteria for methodologic as-
sessment of observational studies provide signifi-
cant weight for sample size consideration as shown 
in Table 3 (42). The study should be large enough 
to have a high probability (power) of detecting a 
statistically significant clinically important differ-
ence of a given size. The size of an effect deemed 
important is inversely related to the sample size nec-
essary to detect it — large samples are necessary to 
detect small differences (21). Consequently, it has 
been widely believed that reports of studies with 
small samples frequently include the erroneous con-
clusion that the intervention groups do not differ, 
when too few patients were studied to make such a 
claim, either in randomized trials or more so in ob-
servational studies (252). In fact, multiple reviews of 
published trials have consistently found that a high 
proportion of trials have a very low power to detect 
clinically meaningful treatment effects (253-255). 
While in interventional pain management studies, 
a sample size of 50 in the smallest group has been 
considered to be appropriate (132) for random-
ized trials, there are no such guidances available 
for observational trials, except that AHRQ criteria 
describes that sample size is essential to maintain 
methodologic quality assessment.
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10.1.1 Determination of Sample Size
The sample size calculations are based on signifi-

cance tests, using the power of a test to help choose 
the sample size required to detect a difference if it 
exists. The power of a test is related to the postulated 
difference in the population, the standard error of the 
sample difference, and the significance level. These 
quantities are linked by an equation which enables us 
to determine any of them given the others. 

10.1.2 Parameter Definition
An appropriate sample size generally depends 

on 5 study design parameters (256,257). These are 1) 
minimum expected difference or the ES, 2) estimated 
measurement variability, 3) desired statistical power, 
4) significance criterion, and 5) whether a one- or two-
tailed statistical analysis is planned. 

10.1.2.1 Minimum Expected Difference 
Minimum expected difference is the smallest mea-

sured difference between comparison groups that the 
investigator would like the study to detect (256). As 
the minimum expected difference is made smaller, the 
sample size needed to detect statistical significance in-
creases. Estimation of reasonable minimum difference 
is based on clinical judgment and experience with the 
problem being investigated and the results of pilot 
studies or a literature review. 

10.1.2.2 Estimated Measurement Variability
Estimated measurement variability is represented 

by the expected standard deviation (SD) in the mea-
surements made within each comparison group (256). 
Even though it is estimated on the basis of subjective 
experience, a separate estimate of measurement vari-
ability is not required when the measurement being 
compared is a proportion (in contrast to a mean), 
because the SD is mathematically derived from the 
proportion. 

10.1.2.3 Statistical Power
Statistical power is the probability of demonstrat-

ing statistical significance if the study hypothesis is 
true. In general, power increases as sample size in-
creases. However, there is an obvious tradeoff with 
the number of individuals that can feasibly be studied, 
given the usually fixed amount of time and resources 
available to conduct a study. The statistical power is 
customarily set to a number greater than or equal to 
0.08% (256).

10.1.2.4 Significance Criterion
As the significance criterion is decreased (made 

more strict), the sample size needed to detect the min-
imum difference increases. The significance criterion is 
customarily set to 0.05, or the P value. 

10.1.2.5 One- or Two-Tailed Statistical Analysis 
One- or two-tailed statistical analysis may be per-

formed. Generally it is not known before the study 
that any difference between comparison groups is 
possibly in only one direction. In such cases, use of 
one-tailed statistical analysis, which would require a 
smaller sample size for detection of the minimum dif-
ference than would a two-tailed analysis, may be con-
sidered. However, two-tail analysis is most commonly 
performed. 

10.1.2.6 Unequal Numbers in Each Group 
For a given total sample size, the maximum power 

is achieved by having equal numbers of subjects in 2 
groups. However, in some clinical trials, the number of 
subjects taking one treatment may have to be limited; 
so to achieve the necessary power, one has to allocate 
more patients to the other treatment (257). Howev-
er, until the allocation ratio is allowed to exceed 2:1 
with the same total sample size, the power falls very 
slowly. 

10.1.2.7 Minimizing the Sample Size
Multiple strategies have been described for mini-

mizing the sample size (258). These include use of 
continuous measurements instead of categories, more 
precise measurements, paired measurements, unequal 
group sizes, and expanding the minimum expected 
difference. 

10.1.2.8 Importance of Sample Size
Large samples are needed to distinguish a small as-

sociation from no association. Small studies often pro-
vide valuable information, but wide CIs may indicate 
that they contribute less to current knowledge in com-
parison with studies providing estimates with narrow-
er CIs. The importance of sample size determination 
in observational studies depends on the context. If an 
analysis is performed on data that were already avail-
able for other purposes, the main question is whether 
the analysis of the data will produce results with suffi-
cient statistical precision to contribute substantially to 
the literature, and sample size considerations will be 
informal (4). Formal, a priori calculation of sample size 
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may be useful when planning a new study (258-260). 
Even then, such calculations are associated with more 
uncertainty than implied by the single number that is 
generally produced. It has been stated that estimates 
of the rate of the event of interest or other assump-
tions central to calculations are commonly imprecise, 
if not guesswork (261). The precision obtained in the 
final analysis can often not be determined beforehand 
because it will be reduced by inclusion of confounding 
variables in multivariable analyses (262), the degree of 
precision with which key variables can be measured 
(263), and the exclusion of some individuals.

10.2 Statistical Methods
In general, there is no one correct statistical anal-

ysis but, rather, several possibilities that may address 
the same question, but make different assumptions. 
Additional analyses are needed, either instead of, or 
as well as, those originally envisaged, and these may 
sometimes be motivated by the data (4). The distinc-
tion between pre-specified and exploratory analyses 
may sometimes be blurred.

10.2.1 Statistical Tests
Variables are either continuous, discrete, or cat-

egorical. Continuous variables can take on any value 
within a defined range of values, and measurement 
is possible within whole units and fractional parts of 
units, i.e., age, height, weight. Discrete variables deal 
only with whole numbers, they can take on only cer-
tain definite and separate values, i.e., number of em-
ployees in an organization, number of receptionists on 
duty at a time. Categorical variables are further classi-
fied as nominal (unordered) or ordinal (ordered), and 
according to whether or not they are dichotomous 
(only 2 categories, e.g., sex).

The t-test is commonly used to determine wheth-
er the mean value of a continuous outcome variable 
in one group differs significantly from that in another 
group. The t-test assumes the distribution (spread) of 
the variable in the 2 groups approximates a normal 
(bell-shaped) curve.

10.2.2 Confounding Variables
If groups being compared are not similar with 

regard to some characteristics, adjustment should be 
made for possible confounding variables by stratifi-
cation or by multivariable regression (264,265). Con-
founding, literally means confusion of effects. A study 
might seem to show either an association or no asso-

ciation between an exposure and the risk of a disease. 
In reality, the seeming association or lack of associa-
tion is due to another factor that determines the oc-
currence of the disease but that is also associated with 
the exposure. The other factor is called the confound-
ing factor or confounder. Confounding thus gives a 
wrong assessment of the potential “causal” associa-
tion of an exposure (4). 

Taking confounders into account is crucial in 
observational studies, but analyses adjusted for con-
founders do not automatically establish the caudal 
part of an association. Consequently, results may still 
be distorted by residual confounding, random sam-
pling error, selection bias, and information bias (264).

Often, the study design determines which type 
of regression analysis is chosen. Cox proportional 
hazard regression is commonly used in cohort stud-
ies (265,266), whereas logistic regression is often the 
method of choice in case-control studies (267,268).

10.2.3 Parametric vs. Non-Parametric Statistics 
Typically used parametric tests are t-tests and 

Analysis of Covariance (ANCOVA), whereas Mann-
Whitney is the non-parametric alternative. When the 
data are sampled from a normal distribution, the t-
test has a slightly higher power than Mann-Whitney. 
However, when data are sampled from any one of a 
variety of non-normal distributions, Mann-Whitney is 
superior, often by a large amount. 

Parametric as well as non-parametric statistics are 
utilized in the analysis of clinical studies (269,270). 
However, it has been stated that, parametric methods 
are applicable if the sample size is suitably large: “for 
reasonably large samples (say, 30 or more observations 
in each sample) . . . the t-test may be computed on 
almost any set of continuous data” (271).

The explicit rationale for recommending non-
parametric over parametric methods is not obvious 
(269). The empirical statistical research has clearly dem-
onstrated that the t-test does not inflate type I (false-
positive error) except 5% of the time (272). Thus, con-
cern over the relative advantages of parametric and 
non-parametric methods is focused on type II errors or 
false-negative results (273-277). 

Where an endpoint is measured at baseline and 
again at follow-up, the t-test is not the recommended 
parametric method. Instead, ANCOVA, where a base-
line score is added as a covariate in a liner regression, 
has been shown to be more powerful than the t-test 
(278,279). 
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10.2.4 The P Value 
P value was proposed as an informed index to be 

used as a measure of discrepancy between the data 
and null hypothesis (280). The P value is defined as 
the probability, under the assumption of no effect or 
no difference (the null hypothesis) of obtaining a re-
sult equal to or more extreme than what was actually 
observed (250). It has been suggested that P value be 
used as a part of the fluid, non-quantifiable process of 
drawing conclusions from observations, a process that 
included combining the P value in some unspecified 
way with background information. 

Generally it is interpreted a P value of 0.05 
means that the null hypothesis has a probability of 
only 5%. In contrast, a P value of 0.05 represents 
that there is a 95% or greater chance that the null 
hypothesis is correct (280,281). Thus, misinterpre-
tation may reinforce the mistaken notion that the 
data alone can tell the probability that a hypothesis 
is true (250). 

In modern medicine, more emphasis is laid upon 
CIs than P values. The problem with the P value is that 
a small effect in a study with large sample size can 
have the same P value as a large effect in a small study. 
Consequently, when the P value was proposed, some 
scientists and statisticians criticized the logical basis 
and practical utility of P value (282). 

10.2.5 Confidence Intervals (CIs)
The CIs, along with P values, are crucial to deter-

mine the likelihood that a difference in a study is due 
to chance. However, CIs are far from a panacea (250). 
In essence, CIs embody many of the same problems 
that afflict current methods, albeit in a subtler form 
(278,283,284). The most important drawback of CIs is 
that they offer no mechanism to unite external evi-
dence with that provided by an experiment. 

The level of certainty (power with which they 
can make a conclusion) is essential in all reports. If 
the power is high with a huge sample size compared 
with the number actually needed so that the power 
is 99% or so, statistical differences can be seen even 
when very small real clinical differences exist with 
narrow CIs. Even though, it only means the differ-
ence is likely to be real and not due to chance, but 
the question remains if the difference is clinically 
significant. 

10.2.6 Odds Ratios
Because the number of cases and the number of 

controls is predetermined in a case-controlled study, 
the relative risk cannot be used (279,285). Thus, an al-
ternative way of measuring risk is in terms of the odds 
ratio. The odds of a disease given a risk factor is the 
probability of having the disease with the factor divid-
ed by the probability of not having the disease with the 
factor present. Thus, the odds ratio is the ratio of the 
odds of the disease with the risk factor present, divided 
by the odds of the disease with the risk factor absent. 
For example, smoking in lung cancer patients, divided 
by the odds of smoking in the controls is equivalent to 
the odds ratio for the disease given the risk factor. If 
the condition or the disease is rare, the odds ratio and 
relative risk are almost the same.

10.2.7 Relative Risk
The relative risk is the ratio of the probability of 

the event with the factor present compared with (di-
vided by) the probability of the event occurring with 
the factor absent. Thus, the relative risk is only de-
termined over a period of a time frame for the event 
to occur. The relative risk factor is determined for 2 
different levels of the risk factor. If the risk factor is 
continuous, the 2 levels must be chosen. However, if 
the risk factor were discrete, the relative risk is deter-
mined pair-wise.

10.3 Subgroup Analysis 
In addition to the main analysis, other analyses 

are often done in observational studies (4). They may 
address specific subgroups, the potential interaction 
between risk factors, the calculation of attributable 
risks, or use alternative definitions of study variables 
in sensitivity analysis. There is continued debate on 
the safety and appropriateness of subgroup analy-
sis, and multiplicity of analysis in general (24,33,286-
290). While there is value in exploring whether an 
overall association appears consistent across several, 
preferably pre-specified subgroups, especially when a 
study is large enough to have sufficient data in each 
subgroup, there is too great a tendency to look for 
evidence of subgroup-specific associations, or effect 
measure modification, when overall results appear to 
suggest little or no effect. Thus, occasionally impor-
tant findings may also arise by chance.
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11. Design of Protocol and Reporting

The details for conducting the study are defined 
in the study protocol. In addition, for any controlled 
trial, prior to the beginning of the trial, the investi-
gation must be reviewed by an Institutional Review 
Board (IRB) to evaluate the quality of the study de-
sign, the ethics of the conducting the study, and the 
safeguards provided for patients, including a review 
of the informed consent statement. In addition, con-
sent also must be reviewed for compliance under the 
Health Insurance Portability and Accountability Act 
(HIPAA) regulations required to ensure the confi-
dentiality of study data. Further, all controlled trials 
must be registered with the U.S. National Institutes of 
Health Clinical Trial Registry of the United States at 
www.clinicaltrials.gov.

The STROBE statement provides general reporting 
recommendations for descriptive observational studies 
and studies that investigate associations between ex-
posures and health outcomes. Taking into account em-
pirical evidence and theoretical consideration, a group 
of methodologists, researchers, and editors developed 
STROBE recommendations to improve the quality of 
reporting of observational studies. The STROBE state-
ment provides guidance to authors about how to 
improve the reporting of observational studies and 
facilitates critical appraisal and interpretation of stud-
ies by reviewers, journal editors, and readers. Further, 
the explanatory and elaboration document (4) was 
also published to enhance the use, understanding, 
and dissemination of the STROBE statement. Table 5 
illustrates the STROBE statement, a checklist of items 
that should be addressed in reports of observational 
studies. STROBE recommendations do not address ob-
servational studies that specifically address diagnostic 
tests. STARD (291) recommendations were separately 
developed for diagnostic studies. 

11.1 Title and Abstract 
The title should indicate the study’s design with 

a commonly used term in the title or the abstract 
so that readers are able to easily identify the de-
sign that was used from the title or abstract. An 
explicit, commonly used term for the study design 
also helps ensure correct indexing of articles in elec-
tronic databases (121,196). The title should illustrate 
the type of study, either a cohort, case-control, or 
cross-sectional. 

The structured abstract must provide a series of 
headings pertaining to the background, design, con-

duct, and analysis of a trial with standardized infor-
mation appearing under each heading (4,5,21,22,292-
294). It may be appropriate to describe limitations in 
the abstract (294). It has been shown that structured 
abstracts are of higher quality than the more tradi-
tional descriptive abstracts, and they also allow read-
ers to find information more easily (295).

Typical components include a statement of the re-
search question, a short description of methods and 
results, and a conclusion (296). Abstracts should sum-
marize key details of studies and should only present 
information that is provided in the article. Further, key 
results should be provided in a numerical form that 
includes numbers of participants, estimates of associa-
tions, and appropriate measures of variability and un-
certainty (e.g., odds ratios with CIs). 

A series of headings pertaining to the background, 
design, conduct, limitations, and analysis of a study 
may provide easy to understand information (292). 

11.2 Introduction
The introduction section should describe why the 

study was done and what questions and hypotheses it 
addresses (4). Further, the study should describe the con-
text and potential contribution to current knowledge.

11.2.1 Background/Rationale
The scientific background of the study provides 

important context and sets the stage for the study and 
describes its focus. It provides an overview of what is 
known on a topic and what gaps in current knowl-
edge are addressed by the study. Background material 
should note recent pertinent studies and any system-
atic reviews of pertinent studies.

11.2.2 Objectives 
The study should clearly state specific objectives, 

including any prespecified hypotheses. Objectives are 
the detailed aims of the study. Well crafted objectives 
specify populations, exposures and outcomes, and pa-
rameters that will be estimated. 

11.3 Methods
The methods section should describe what was 

planned and what was done in sufficient detail to 
allow others to understand essential aspects of the 
study, to judge whether the methods were adequate 
to provide reliable and valid answers, and to assess 
whether any deviations from the original plan were 
reasonable. 
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11.3.1 Study Design
The study should present key elements of the 

study design. The study design should describe clearly 
if it is a cohort study, case-control study, or cross-sec-
tional study rather than retrospective or prospective 
(292). STROBE recommends not using the words “pro-
spective” and “retrospective” nor alternatives such as 
“concurrent” and “historical.” If these words are used, 
they should define what they mean. Most importantly, 
authors should describe exactly how and when data 
collection took place. 

11.3.2 Setting
Setting, locations, and relevant dates, including 

periods of recruitment, exposure, follow-up, and data 
collection must be described. Information about set-
ting includes recruitment sites or sources (i.e., hospital 
outpatient, clinic, ambulatory surgery center). Fur-
ther, information about location may refer to the city, 
county, town, hospital, practices, or country where the 
investigation took place. Information about the dates 
is essential rather than length of time periods. It has 
been stated that almost 80% of 132 reports in oncol-
ogy journals that used survival analysis included the 
starting and ending dates for accrual of patients, but 
only 24% also reported the date on which follow-up 
ended (198).

11.3.3 Participants
Participants are described based on the design.
For a cohort study, eligibility criteria and the 

sources and methods of selection of participants and 
the follow-up must be described. For a case-control 
study, the eligibility criteria and the sources and meth-
ods of case ascertainment and control selection, and 
the rationale for the choice of cases and controls must 
be described. For a cross-sectional study, eligibility cri-
teria and the sources and methods of selection of par-
ticipants must be described. 

Generally, study population is restricted by defin-
ing clinical, demographic, and other characteristics of 
eligible participants. Typical eligibility criteria relate 
to age, gender, diagnosis, and comorbid conditions. In 
spite of the great importance, eligibility criteria often 
are not reported adequately (33). 

Eligibility criteria may be presented as inclusion 
and exclusion criteria, even though this distinction is 
not always necessary or useful. Regardless, STROBE 
advises to report all eligibility criteria and also to 

describe the group from which the study population 
was selected, such as general population of a region 
or country or patient population attending a clinic, 
and the method of recruitment, whether by refer-
ral or self selection through advertisements, etc. 
The validity of results is facilitated by details about 
follow-up procedures, including whether proce-
dures minimized non-response and loss to follow-
up and whether the procedures were similar for all 
participants.

Matching is much more common in case-controlled 
studies, but occasionally, investigators use matching in 
cohort studies to make groups comparable at the start 
of the follow-up. Matching in cohort studies makes 
groups directly comparable for potential confound-
ers and presents fewer intricacies than with case-con-
trolled studies. However, it is not necessary to take the 
matching into account for the estimation of the rela-
tive risk (221), because matching in cohort studies may 
increase statistical precision, investigators might allow 
for the matching in their analyses and thus obtain nar-
rower CIs. 

In case-control studies matching is done to in-
crease a study’s efficiency by ensuring similarity in 
the distribution of variables between cases and con-
trols, in particular the distribution of potential con-
founding variables (221,297). Since matching can be 
done in multiple ways, with one or more controls per 
case, the rationale for the choice of matching vari-
ables and the details of the method used should be 
described. Commonly used forms of matching are 
frequency matching or group matching and individ-
ual matching. In frequency matching, investigators 
choose controls so that the distribution of matching 
variables becomes identical or similar to that of cases 
(4). Individual matching involves matching one or 
several controls to each case. Even though intuitively 
appealing and sometimes useful matching case-con-
trol studies have a number of disadvantages, it is not 
always appropriate, and needs to be taken into ac-
count in the analysis. 

11.3.4 Variables
All variables considered for, and included in, the 

analysis including outcomes, exposures, predictors, 
potential confounders, and potential effect modifiers 
should be defined. Clear definitions and steps taken 
to adhere to them are particularly important for any 
disease condition of primary interest in the study (4). 
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11.3.5 Data Sources/Measurement
The way exposures, confounders, and outcomes 

were measured affects the reliability and validity of 
a study. Measurement error and risk classification of 
exposures or outcomes can make it more difficult to 
detect cause-effect relationships, or may produce spu-
rious relationships. Consequently, it has been reported 
that error in measurement of potential confounders 
can increase the risk of residual confounding (298,299). 
STROBE advises that, it is helpful, if authors report the 
findings of any studies of the validity or reliability of 
assessment or measurements, including details of the 
reference standard that was used. 

11.3.6 Bias
Bias studies produce results that differ systematically 

from the truth. It is important to report what measures 
were taken during the conduct of a study to reduce the 
potential bias. Ideally, investigators must consider poten-
tial sources of bias when they plan their study. Further, 
at the stage of reporting, authors must assess the like-
lihood of relevant biases, specifically, the direction and 
magnitude of bias. For instance, in case-control studies 
information bias can occur, but may be reduced by se-
lecting an appropriate control group (199,200). 

In many cases, authors do not address important bi-
ases when reporting their results. In fact, among 43 case-
control and cohort studies published from 1990 to 1994 
that investigated the risk of second cancers in patients 
with a history of cancer, medical surveillance bias was 
mentioned in only 5 articles (201). Further, a survey of re-
ports of mental health research published during 1998 in 
3 psychiatric journals found that only 13% of 392 articles 
mentioned response bias (202). Finally, a survey of cohort 
studies in stroke research found that 14 of 49 (28%) of 
articles published from 1999 to 2003 addressed potential 
selection bias in the recruitment of study participants 
and 35 (71%) mentioned the possibility that any type of 
bias may have affected results (33). 

11.3.7 Study Size
A study should be large enough to obtain a point 

estimate with a sufficiently narrow CI to meaningfully 
answer a research question. However, in observational 
studies large samples are needed to distinguish a small 
association from no association, whereas small studies 
often provide valuable information, but wide CIs may 
indicate that they contribute less to current knowledge 
in comparison with studies providing estimates with 
narrower CIs. 

11.3.8 Quantitative Variables
Authors should explain how quantitative vari-

ables were handled in analysis and also must describe 
which groupings were chosen and why if applicable. 
Investigators generally make choices regarding how 
to analyze quantitative data about exposures, effect 
modifiers, and confounders. Further, grouping choices 
may have important consequences for later analysis 
(300,301). The STROBE statement (4) explains why and 
how grouping quantitative data, including the mem-
ber of categories, the cut-points, and category mean 
or how median values were grouped. 

11.3.9 Statistical Methods
Any and all methods used to examine subgroups 

and interactions should be described. Missing data are 
common in observational, as well as randomized stud-
ies; however, missing data must be reported appropri-
ately and addressed. Few articles report in detail on the 
problem of missing data (33,200). Missing data may be 
handled in many ways, either by complete-case “analy-
ses” or based on a model for the probability of an ob-
servation being missing (4,302-304). A clear description 
of the reasons for missing values should be provided, 
and indicate how many individuals were excluded be-
cause of missing data when describing the flow of par-
ticipants through the study. For analyses that account 
for missing data, authors should describe the nature of 
the analysis (e.g., multiple imputation) and the assump-
tions that were made (e.g., missing at random).

In a cohort study, analysis is carried out using life 
table methods or other approaches that are based on 
the person-time of follow-up and time to developing 
the disease of interest. Among individuals who remain 
free of the disease at the end of their observation peri-
od, the amount of follow-up time is assumed to be un-
related to the probability of developing the outcome.

In case-control studies, a matched analysis is often 
necessary, because in individually matched case-con-
trol studies, a crude analysis of the odds ratio, ignor-
ing the matching, usually leads to an estimation that is 
biased towards unity. This is understood as a stratified 
analysis: each case is seen as one stratum with his or 
her set of matched controls. In individually matched 
studies, the most widely used method of analysis is 
conditional logistic regression, in which each case and 
their controls are considered together. The conditional 
method is necessary when the number of controls var-
ies among cases, and when, in addition to the match-
ing variables, other variables need to be adjusted for. 
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Most cross-sectional studies use a pre-specified 
sampling strategy to select participants from a source 
population. Sampling may be more complex than tak-
ing a simple random sample, however. This may in-
clude several stages and clustering of participants. Pro-
portionate stratifications may ensure that subgroups 
with a specific characteristic are correctly represented. 
Disproportionate stratification may be useful to over-
sample a subgroup of particular interest. 

11.3.9.1 Sensitivity Analyses
Sensitivity analyses are useful to investigate 

whether or not the main results are consistent with 
those obtained with alternative analysis strategies or 
assumptions (305). Issues that may be examined include 
the criteria for inclusion in analyses, the definitions of 
exposures or outcomes (306), which confounding vari-
ables merit adjustment, the handling of missing data 
(307,308), possible selection bias or bias from inaccu-
rate or inconsistent measurement of exposure, disease 
and other variables, and specific analysis choices, such 
as the treatment of quantitative variables. However, 
in the modern era, sophisticated methods are increas-
ingly used to simultaneously model the influence of 
several biases or assumptions (309-311).

11.3.9.2 Intention-to-Treat Analysis
One of the commonly recommended strategies 

to handle such issues as protocol violations and with-
drawals to analyze all participants according to their 
original group assignment, regardless of what subse-
quently occurred, is intention-to-treat analysis. While 
it is not always straightforward to implement, due to 
reasons known and unknown, it is common for some 
patients to not complete a study. Thus, these partici-
pants cannot be included in the analysis; they are cus-
tomarily referred in the analysis of all available par-
ticipants as an intention-to-treat analysis. The term is 
sometimes inappropriately used when some partici-
pants for whom data are available are excluded to im-
prove analysis. Conversely, analysis can be restricted to 
only participants who fulfill the protocol in terms of el-
igibility, interventions, and outcome assessment. Such 
an analysis may be considered as per protocol analysis 
and may be compared with intention-to-treat analy-
sis. However, non-compliance with assigned therapy 
may mean that the intention-to-treat analysis under-
estimates the real benefit of the treatment (312,313). 
The scientific community feels that studies reporting 
an intention-to-treat analysis are also associated with 

some other aspects of good study design and report-
ing, such as describing a sample size calculation (314). 
Finally, subjects included in intention-to-treat analyses 
regardless of their follow-up status requires investiga-
tors to deal with the resulting missing data. 

11.3.9.2.1 Last Observation Carried Forward (LOCF)
Last observation carried forwards (LOCF) is the 

most common approach in the replacement of each 
subject’s missing data with his or her last non-missing 
observation (315). This method works best if the ob-
servations are expected to remain at the same level 
or if there are only a few missing values. However, if 
the observations in a test are expected to increase or 
decrease over time this method may not provide ap-
propriate and clinically reliable data.

11.3.9.2.2 Best or Worst Case Imputation
Two other methods when dealing with missing 

data are best case and worst case imputation. This es-
sentially leads to either an under or over evaluation of 
the data. Best or worse case imputation may be used 
to assess a lower bound of efficacy as a demonstration 
of robustness (316). 

11.3.9.2.3 Mean Value Methods
A natural method of imputation is to use the 

mean value of the recorded observations. This meth-
od leads to lower variance; however, a logical concern 
here is that the dropouts might be more likely to be 
patients with more extreme values (e.g., a very ill pa-
tient might not show up). Another aspect of using the 
mean value is that it is not always clear on which data 
you should calculate the mean value. One method is 
mean value for the whole period and the other one is 
mean of previous and next visit. 

11.3.9.2.4 Regression Methods
Linear regression methods can be used for impu-

tation. Calculations need to control for factors studied 
which are not being investigated for association (38).

11.4 Results
The results section should give a factual account 

of what was found, from the recruitment of study par-
ticipants and the description of the study population 
to the main results and ancillary analyses. It should be 
free of interpretations and discursive text reflecting 
the authors’ views and opinions (4).
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11.4.1 Participants
Detailed information on the process of recruit-

ing study participants must be described. Ideally, it is 
recommended that, investigators provide an account 
for numbers of individuals considered at each stage 
of recruiting study participants, from the choice of a 
target population to the inclusion of participants’ data 
in the analysis (4). It is recommended that in case-con-
trol studies, authors describe the flow of participants 
separately for case and control groups (317). It has been 
shown that among epidemiologic studies published in 
10 general epidemiology, public health, and medical 
journals, some information regarding participants was 
provided in 47 of 107 case-control studies (59%), 49 of 
154 cohort studies (32%), and 51 of 86 cross-sectional 
studies (59%) (203). Incomplete or absent reporting of 
participation and non-participation in epidemiological 
studies was also documented in 2 other surveys of the 
literature (24,33). The reasons why people no longer 
participated in a study or why they were excluded from 
statistical analysis should be explained. 

An informative and well-structured flow diagram 
can readily and transparently convey information 
that might otherwise require a lengthy description 
(21,318). The diagram may include the main results, 
such as the number of events for the primary out-
come. While the STROBE document recommends a 
flow diagram particularly for complex observational 
studies, they do not propose a specific format for the 
diagram. In such cases, a CONSORT diagram may be 
utilized (Fig. 2) (21).

11.4.2 Descriptive Data
Summary of continuous variables for each study 

group should be provided by giving the mean and 
SD, or when the data have an asymmetrical distribu-
tion, as often is the case, the median and percentile 
range (i.e., 25th and 75th percentiles) (4). In studies 
that compare groups, the descriptive characteristics 
and numbers should be given by group. Inferential 
measures such as standard errors and CIs should not 
be used to describe the variability of characteristics, 
and significance tests should be avoided in descriptive 
tables (4). P values are not considered as appropriate 
criterion for selecting which confounders to adjust for 
in analysis; even small differences in a confounder that 
has a strong effect on the outcome can be important 
(319,320). 

In cohort studies, documentation must be pro-
vided as to how an exposure relates to other char-

acteristics and potential confounders. In contrast, in 
case-control studies, potential confounders cannot be 
judged by comparing cases and controls. Control per-
sons represent the source population and will usually 
be different from the cases in many respects. How-
ever, in case-control studies, the equivalent of com-
paring exposed and non-exposed for the presence of 
potential confounders (as is done in cohorts) can be 
achieved by exploring the source population of the 
cases: if the control group is large enough and repre-
sents the source population, exposed and unexposed 
controls can be compared for potential confounders 
(305,321). 

It is also essential to describe the extent of follow-
up for the available outcome data. The data may be 
presented as the summary of the average follow-up 
with either mean or median follow-up time or both. 
The mean provides information about the total num-
ber of person-years by multiplying it with the num-
ber of study participants. It may also be beneficial to 
present minimum and maximum times or percentiles 
of the distribution to show the spread of follow-up 
times. It has been shown that almost half of the 132 
articles in cancer journals did not give any summary of 
length of follow-up (198).

11.4.3 Outcome Data 
Outcome data is reported differently for different 

types of studies. For a cohort study, outcome data is 
reported by numbers of outcome events or summa-
ry measures over time. For a case-control study, out-
come data is reported by numbers in each exposure 
category, or summary measures of exposure, whereas 
for a cross-sectional study, outcome data is reported 
by numbers of outcome events or summary measures 
(322-326). However, before addressing the possible 
association between exposures (risk factors) and out-
comes, relevant descriptive data must be provided. 
Further, association also may be reported. 

11.4.4 Main Results
The STROBE documents (4,5) recommend that un-

adjusted analysis together with the main data should 
be presented, essentially providing information about 
the number of cases and controls that were exposed 
or not. Thus, in many situations, authors may present 
results of unadjusted or minimally adjusted analysis 
and those from fully adjusted analysis. For adjusted 
analysis, the number of persons in the analysis must be 
reported, as this number may differ because of miss-
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Assessed for Eligibility (n = …)

Total recruited (n = …)

Excluded (n = …)
 

 Did not meet inclusion criteria (n = …)

 Refused to participate (n = …)

 Other reasons (n = …)

Allocation to intervention (n = …)

 �Received allocated intervention (n = …)
 

 �Did not receive allocated intervention 
(give reasons)  (n = …)

Lost to follow-up 
(give reasons) (n = …)

Discontinued intervention
(give reasons) (n = …)

Analyzed (n = …)

Excluded from analysis
(give reasons) (n = …)

Analyzed (n = …)

Excluded from analysis
(give reasons) (n = …)

Lost to follow-up 
(give reasons) (n = …)

Discontinued intervention
(give reasons) (n = …)

Allocation to intervention (n = …)
 �

 �Received allocated intervention (n = …)
 �

 �Did not receive allocated intervention 
(give reasons) (n = …)

Fig. 2. A suggested template of  a flow diagram for observational studies adapted from the diagram used for randomized trials.
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ing values in covariates. Further, estimates should be 
given with CIs. 

All potential confounders should be considered 
and explained, along with the criteria for excluding or 
including variables in statistical models. The STROBE 
statement and multiple others do not advise select-
ing confounders based solely on statistical significant 
testing (4,5,33,320,327,328). While CIs are reported in 
most articles, very few authors explain their choice of 
confounding variables (24,33).

As a minimum, the STROBE document (4) recom-
mends that authors should report the category bound-
aries and the range of the data and the mean or median 
values within categories. In tables, outcomes should be 
given for each exposed category, for example as counts 
of persons at risk, person-time at risk, if relevant, sepa-
rately for each group (e.g., cases and controls). 

Further, if relevant, authors should consider trans-
lating relative risk into absolute risk for a meaning-
ful time period (4). Relative measures captured the 
strength of the association between an exposure and 
disease. Relative effects or associations tend to be 
more consistent across studies and populations than 
absolute measures, but what often tends to be the case 
may be irrelevant in a particular instance. In contrast, 
the absolute risk associated with an exposure is of 
greater interest than the relative risk. Authors should 
not only be aware but clearly report the methodol-
ogy used to calculate attributable risks, ideally giving 
the formula used in determining a causal relationship 
between the risk factor and the disease due to the se-
mantic ambiguity and complexities involved (329,330). 
In fact, a survey of abstracts of 222 articles published 
in leading medical journals found that in 62% of ab-
stracts of randomized trials, including a ratio measure, 
absolute risks were given, but only in 21% of abstracts 
of cohort studies (331). In another evaluation with a 
free text search of Medline from 1966 to 1997, 619 
items mentioned attributable risks in the title or ab-
stract, compared to 18,955 using relative risk or odds 
ratio, for a ratio of 1 to 31 (332).

11.4.5 Other Analyses
In addition to the main analysis, other analyses 

are often performed to address specific subgroups, 
the potential interaction between risk factors, the cal-
culation of attributable risks, or use alternative defini-
tions of study variables in sensitivity analyses. There 
is debate about the dangers associated with sub-

group analyses, and multiplicity of analyses in general 
(24,286-290). The STROBE statements (4,5) similar to 
CONSORT statements (21,22), believe that there is too 
great a tendency to look for evidence of subgroup-
specific associations, or effect-measure modification, 
when overall results appear to suggest little or no ef-
fect. However, there is value in exploring whether an 
overall association appears consistent across several, 
preferably pre-specified subgroups, especially when a 
study is large enough to have sufficient data in each 
subgroup. 

11.5 Discussion
The discussion section addresses the central issues 

of validity and meaning of the study (333). Many of the 
discussion sections have been found to be dominated 
by incomplete or biased assessments of the study’s re-
sults and their implications, and the rhetoric support-
ing the authors’ findings (334-336). Structuring the 
discussion helps avoid unwarranted speculation and 
other over-interpretation of results (337,338). 

The Annals of Internal Medicine (335) recom-
mends that authors structure the discussion section 
with systematic description of the following:
♦	 A brief synopsis of the key findings.
♦	 Consideration of possible mechanisms and 

explanation.
♦	 Comparison with relevant findings from other 

published studies.
♦	 Limitations of the present study and methods 

used to minimize and compensate for those 
limitations.

♦	 A brief section that summarizes the clinical and re-
search implications of the work, as appropriate. 
It is of particular importance to discuss the weak-

nesses and limitations of the study (339,340). Along 
with the limitations, discussion of any imprecision of 
the results is essential to be included in the weakness. 
Imprecision may arise in connection with several as-
pects of a study, including measurement of a primary 
outcome or diagnosis.

Finally, the difference between statistical signifi-
cance and clinical importance must be described. The 
section on research recommendations and the section 
on limitations of the study should be closely linked to 
each other (4). Further, it would be beneficial if inves-
tigators suggest ways in which subsequent research 
can improve on their studies rather than blindly stat-
ing more research is needed (341,342).
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11.5.1 Key Results 
The discussion should begin with a short summary 

of the main findings of the study. This short summary 
provides understanding subsequent interpretation 
and implications offered in the study supported by 
the findings.

11.5.2 Limitations
The identification and discussion of the limitations 

of a study are an essential part of the scientific report-
ing. It is important not only to identify the sources of 
bias and confounding that could have affected results, 
but also to discuss the relative importance of different 
biases, including the likely direction and magnitude 
of any potential bias (4). In discussion of limitations, 
the present study may compare the results with other 
studies in the literature in terms of validity, gener-
alizability, and precision (343). Thus, each study can 
be viewed as a contribution to the literature, not as 
a stand-alone basis for inference and action. Surpris-
ingly, a survey of authors who had published original 
research articles in The Lancet found that important 
weaknesses of the study were reported by the inves-
tigators in the survey questionnaires, but not in the 
published article (344). 

11.5.3 Interpretation 
One of the most important parts of the discussion 

section is the interpretation of a study’s results. Over-
interpretation is common and human. Even when one 
tries hard to give an objective assessment, reviewers 
often rightly point out that the authors went too far 
in some respects. Thus, when interpreting results, au-
thors should carefully consider the nature of the study 
on the discovery to verification continuum and po-
tential sources of bias, including loss to follow-up and 
non-participation. Further, due consideration should be 
given to confounding, the results of relevant sensitivity 
analyses, and to the issue of multiplicity and subgroup 
analyses. In this discussion, the existing external evi-
dence from different types of studies, should always be 
included, but may be particularly important for studies 
reporting small increases in risk. Further, authors should 
put their results in context with similar studies and ex-
plain how the new study affects the existing body of 
evidence, ideally by referring to a systematic review. 

11.5.4 Generalizability 
Generalizability, also called external validity or ap-

plicability, is the extent to which the results of a study 

can be applied to other circumstances (344). However, 
there is no external validity per se, the term is mean-
ingful only with regard to clearly specified conditions 
(345). Generalizability or external validity generally 
means results can be applied to an individual, groups, 
or populations that differ from those enrolled in the 
study with regard to age, sex, ethnicity, severity of dis-
ease, and co-morbid condition. Further, the nature and 
level of exposures and the definitions of outcomes are 
applicable to another setting or population. Data col-
lected in longitudinal studies many years ago are still 
relevant today. Finally, results from health services re-
search in one country are applicable to health systems 
in other countries. 

The question of generalizability is often a mat-
ter of judgment that depends on the study setting, 
the characteristics of the participants, the exposures 
examined, and the outcomes assessed. Thus, it is a 
crucial opportunity for authors to provide adequate 
information about the setting and locations, eligibility 
criteria, the exposures and how they were measured, 
the definition of outcomes, and the period of recruit-
ment and follow-up. 

11.6 Funding
Authors should provide the source of funding and 

the role of the funders for the present study and, if ap-
plicable, for the original study on which the present 
article is based (4). Some journals require authors to 
disclose the presence or absence of financial and oth-
er conflicts of interest (346,347). It is also essential in 
evaluation of methodologic quality assessment of ob-
servational studies to evaluate the role of funding and 
conflicts of interest (42). However, strong associations 
and conflicts of interest have been demonstrated, not 
only in conclusions of research articles, but also in prep-
aration of guidelines, systematic reviews, etc. (50,56-
59,62,128,139,348-353). Authors or funders may have 
conflicts of interest that influence any of the follow-
ing: the design of the study (354), choice of exposures 
(354,355), outcomes (356), statistical methods (357), 
and selective publication of outcomes (245) and stud-
ies (358). Thus, if the funding was provided, the role of 
the funders should be described in detail: in what part 
of the study they took direct responsibility (i.e., design, 
data collection, analysis, drafting of manuscript, deci-
sion to publish) (346). Further, other sources of undue 
influence include employers such as university adminis-
trators for academic researchers, advisory committees, 
litigants, and special interest groups. 
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12. Discussion 

This manuscript describes multiple concepts of 
observational studies, including advantages, disad-
vantages, design, and reporting. Even though, ran-
domized trials are considered to be the gold standard 
and N of 1 RCT is considered to be at the top of the 
hierarchy of strength of evidence, observational evi-
dence continues to play an important role. As Greene 
(17) proposes, instead of wondering whether obser-
vational studies are just as effective as RCTs, we should 
consider observational studies and RCTs as expres-
sions in the setting of modern clinical research of the 
steps of observation and experimentation that form 
the basis of the scientific methodology. Thus, they are 
complementary rather than contradictory. Since both 
observation and experimentation steps are required 
for scientific advancement, it seems misplaced to ar-
gue that one is more effective than the other (17). 
Much of the literature in interventional pain man-
agement and surgery is based on observational stud-
ies. Even then, the reporting of observational studies 
is often of insufficient quality with poor reporting 
which hampers the assessment of the strengths and 
weaknesses of the study and the generalizability of its 
results. In interventional pain management settings, 
results from clinical trials, both randomized and ob-
servational, with substantial impact on patient care, 
have been proven ineffective based on flawed meth-
odology and evidence synthesis. There is also empiri-
cal evidence that some RCTs have biased results and 
in some cases, there was no difference between ob-
servational studies and randomized trials. The poorly 
executed observational studies tend to exagger-
ate treatment effects and to have important biases, 
which is not limited to only observational studies but 
extends to randomized trials also. Consequently, it 
is of paramount importance to produce high-qual-
ity research, which consistently eliminates bias and 
shows significant ES in interventional pain manage-
ment. The design, implementation, and report of ob-

servational studies requires methodologic as well as 
clinical expertise and discipline, a high index of suspi-
cion for unanticipated difficulties, potentially unno-
ticed problems, and methodological deficiencies; and 
skills to report the findings appropriately with close 
attention to minimize the bias and association of ef-
fect and risk. Sound reporting encompasses adequate 
reporting and the conduct of ethical studies rests on 
the footing of the sound signs, which will not sub-
ject readers to speculation. To improve the reporting 
of observational research, the STROBE statement (5) 
and explanation and elaboration (4) have been de-
veloped which relate to title, abstract, introduction, 
methods, results, and discussion sections of articles. 
STROBE provides general reporting recommenda-
tions for descriptive observational studies and stud-
ies that investigate associations between exposures 
and health outcomes. The STROBE statement tends 
to provide helpful recommendations for reporting 
observational studies in epidemiology. Consequently, 
interventional pain specialists must focus on the dif-
ferences between multiple types of trials — cohort 
studies, case-control studies, and cross-sectional stud-
ies. Further, it is essential to describe the rationale, 
objectives, study design, outcomes, and results with-
out creativity.

13. Conclusion

In conclusion, observational studies and random-
ized trials are complementary and both are required 
for the development of scientific evidence, specifically 
in interventional pain management. 
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